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The human brain’s capacity for cognitive function is thought to
depend on coordinated activity in sparsely connected, complex
networks organized over many scales of space and time. Recent
work has demonstrated that human brain networks constructed
from neuroimaging data have economical small-world properties
that confer high efficiency of information processing at relatively
low connection cost. However, it has been unclear how the
architecture of complex brain networks functioning at different
frequencies can be related to behavioral performance on cognitive
tasks. Here, we show that impaired accuracy of working memory
could be related to suboptimal cost efficiency of brain functional
networks operating in the classical � frequency band, 15–30 Hz. We
analyzed brain functional networks derived from magnetoen-
cephalography data recorded during working-memory task per-
formance in 29 healthy volunteers and 28 people with schizophre-
nia. Networks functioning at higher frequencies had greater global
cost efficiency than low-frequency networks in both groups. Su-
perior task performance was positively correlated with global cost
efficiency of the �-band network and specifically with cost effi-
ciency of nodes in left lateral parietal and frontal areas. These
results are consistent with biophysical models highlighting the
importance of �-band oscillations for long-distance functional
connections in brain networks and with pathophysiological models
of schizophrenia as a dysconnection syndrome. More generally,
they echo the saying that ‘‘less is more’’: The information process-
ing performance of a network can be enhanced by a sparse or
low-cost configuration with disproportionately high efficiency.

efficiency � graph theory � schizophrenia � working memory �
magnetoencephalography

The brain is a complex system at many scales of space and time.
At the largest spatial scale of whole-brain organization,

primate brain anatomical and functional networks are sparsely
connected (1), presumably to conserve axonal wiring costs of
linking 2 remote cortical or subcortical regions. However, net-
works derived from brain imaging data are also topologically
configured to deliver high global and local efficiency of parallel
information transfer (2, 3); this can be equivalently described in
terms of short path length and high clustering of brain networks
compared with random graphs (4–7). Such ‘‘economical small-
world’’ properties—combining high efficiency with low connec-
tion cost—have been described for other biological and infra-
structural systems (8) and may represent the outcome of
evolutionary selection for both low cost and high efficiency of
connections between network nodes (9–11).

On the hypothesis that brain network organization has evolved
by optimizing competitive selection criteria of cost and effi-
ciency, we predicted that individual differences in cognitive
performance should be related to variability in cost efficiency of
human brain functional networks (12, 13). More specifically,
based on several studies linking N-back working memory per-
formance to high-frequency (�-band, 15–30 Hz, and �-band,

30–60 Hz) brain dynamics (14, 15), especially in parietal (14, 16)
and frontal cortex (17), we expected that cost efficiency of
high-frequency networks should be particularly critical to accu-
racy of working-memory task performance.

We tested these predictions by measuring broad bandwidth
(1–60 Hz) neurophysiological data from multiple (275) magne-
toencephalographic (MEG) sensors in 29 healthy male volun-
teers and 28 males with schizophrenia performing a working-
memory task. Frequency band-specific functional networks were
derived from the MEG data by thresholding the mutual infor-
mation—a statistical measure of linear and nonlinear associa-
tion—between wavelet coefficients for each pair of sensors to
construct undirected graphs or whole-brain functional networks
at each wavelet scale (6, 7, 18). Maximal cost efficiency was
estimated for each network (Fig. 1), and its relationship to
accuracy was tested by using a general linear model; see Methods
for details of the sample, experimental paradigm, and analysis
methods.

Results
Task Performance. Healthy volunteers performed variably on the
working-memory task, but accuracy, averaged over all 6 trials,
was generally good: Mean percentage of correct trials was 88.2%
� 10.6 (SD); mean reaction time was 0.49s � 0.22. As anticipated
by extensive prior data on executive function deficits in schizo-
phrenia (19, 20), the patients performed the working-memory
task less accurately: Mean percentage of correct trials was 70.3%
� 18.4 (SD); mean reaction time was 0.56 s � 0.24. This
represented a significant impairment compared with the accu-
racy of task performance by the healthy volunteer group: t �
4.53, df � 55, P � 0.0001. The reaction time was not significantly
different between groups: t � 0.97, df � 55, P � 0.33.

Cost-Efficient Functional Networks. Economical small-world prop-
erties were generally most salient in conservatively thresholded
MEG networks, which supported high efficiency E for dispro-
portionately low cost C, i.e., they had positive cost efficiency,
(CE) � 0; see Fig. 1. Maximum cost efficiency max(CE) was
typically observed for networks comprising 5–10% of the total
number of possible functional connections (37,400) between all
275 sensors. For all subjects, the average mutual information
between sensors was greatest in the lowest-frequency networks
and decreased monotonically with increasing frequency; maxi-
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mum cost efficiency showed the opposite trend and tended to
increase as a function of frequency (Fig. 2; for details on the
relationships between mutual information (MI), CE and related
metrics, see supporting information (SI) Fig. S1). Although these
frequency-related changes in strength of functional connectivity
(MI) and network cost-efficiency were consistent across both
groups, the patients with schizophrenia had greater average
mutual information (21) and reduced max(CE), compared with
healthy volunteers, especially in the midhigh-frequency [� (5- to
15-Hz) and � (15- to 30-Hz)] networks (Table S1).

Global Relationship Between Cost Efficiency and Accuracy. We used
a linear model (analysis of covariance, ANCoVA) to investigate
more formally the associations between each of the network
metrics and both accuracy and diagnostic group. Considering
first the network metrics averaged over the whole brain, we
found that there were no significant effects of diagnostic group
on global network organization when controlling for variation in
task performance. However, there was a significant and specific
association between working-memory performance and network
cost efficiency on average over all frequency bands (F � 5.6, df �
1,338, P � 0.017); an equally strong association with cognitive
performance was not found for mutual information or a number
of other network metrics (Table S2). Modeling network metrics
separately for each frequency band, we found the same pattern
of association between cost efficiency and accuracy only for the
�-band network (F � 4.6, df � 1,53, P � 0.035). The individual
data for the �-band network indicate that the association
between max(CE) and accuracy was quite consistent across
groups (despite greater variability in the schizophrenic group),
and that the individuals with greater cost efficiency tended to
have superior cognitive performance; see Fig. S2.

Regional Relationships Between Cost Efficiency and Accuracy. To
explore these global results in finer detail, we fitted the equiv-
alent linear model to the maximum cost efficiency of each
sensor’s connections to the rest of the network and mapped the
locations of significant association with accuracy or group on
renderings of the scalp surface (Fig. 3). These maps confirm that
cost-efficient configuration of individual nodes in the �-band
network is strongly associated with task performance. Moreover,
the spatial distribution of performance-critical nodes in the
�-band map is concentrated over left temporal and parietal
areas, and midline frontal areas, that have been implicated in

many previous electrophysiological studies of similar tasks (14,
16, 17). These foci of association between accuracy and max(CE)
of nodes in the �-band network remained significant even after
controlling for multiple tests with a false-discovery rate correc-
tion (FDR) of 5%.

The equivalent exploratory maps for �- and �-band networks
showed a comparable, although less significant, pattern of
association between accuracy and cost efficiency of left tem-
poroparietal nodes. Further focal associations existed between
accuracy and cost efficiency of (predominantly left-sided) fron-
tal nodes in the �-band map and of posterior nodes in the �-band
maps; see Fig. 3. As anticipated by the results for whole-brain
networks, the associations between diagnostic group and nodal
cost efficiency were less salient but, in the �-band, there was
evidence for reduced max(CE) of bilateral temporal and midline
frontal nodes in the schizophrenic group, and in the �-band there
was reduced max(CE) in left prefrontal regions (Fig. 3).

�1 and �2 Rhythms. Given these results, strongly associating cost
efficiency of �-band networks with accuracy of working-memory
performance, we undertook a secondary, more refined analysis
of networks operating in the �1 (12- to 20-Hz) and �2 (20- to
30-Hz) subintervals of the �-band. In both �1 and �2 networks,
there was no significant effect of diagnostic group. However,
there was a strong association between accuracy of task perfor-
mance and cost efficiency of both �1 (F � 12.7, df � 1,53, P �
0.0007) and �2 (F � 10.8, df � 1,53, P � 0.0018) networks; see
Fig. 4A. Head surface mapping of sensors where nodal cost
efficiency was strongly associated with task performance high-
lighted left lateral frontal and parietal regions; see Fig. 4B Top.

These associations, over all subjects in the study, between task
performance accuracy and global and nodal cost efficiency of �1
and �2 networks, were approximately replicated when each
diagnostic group was considered separately. In healthy volun-
teers, global cost efficiency was positively correlated with accu-
racy in �1 (r � 0.33, P � 0.07) and in �2 (r � 0.40, P � 0.02)
networks; and, likewise, in people with schizophrenia, accuracy
was correlated with global cost efficiency of �1 (r � 0.47,
P � 0.01) and �2 (r � 0.41, P � 0.02) networks. Nodal cost
efficiency of sensors located over left lateral frontal or parietal
regions was associated with task performance accuracy in both
groups in both �1 and �2 networks; see Fig. 4B.

Discussion
Cost efficiency is an intuitively desirable property for any
information-processing system. For example, greater efficiency,

Fig. 1. Effciency and cost efficiency as a function of network cost. (A) Plot of global efficiency in the �-band network versus cost averaged over all 6 blocks of
2-back trials for 1 healthy control (blue), 1 person with schizophrenia (red), a random network (black), and a regular network (green). (B) Plot of cost efficiency
in the �-band versus cost averaged over all six 2-back trials for the same subjects, random, and regular networks. Broken lines indicate the maximum cost efficiency
for the healthy control (CEHC) and for the person with schizophrenia (CESCZ) and the costs at which these maximum differences occur: CHC and CSCZ, respectively.
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or shorter path length, of connections between elements of a
nervous system will likely be associated with faster transmission
times and less noise degradation. Extra efficiency can always be
obtained by adding extra connections to a network; however, for
a brain network, and many other physically embedded networks,
each connection added represents an incremental cost in terms
of wiring volume and operational, e.g., metabolic, resources.
There is, thus, an inevitable tradeoff to be negotiated between
efficiency and cost in the optimal configuration of brain net-
works.

In this context, we have shown that human brain functional
networks show a disproportionate increase in efficiency as
connection density—a simple marker of cost—is increased up to
�15%. At this point of relatively sparse or low-cost configura-
tion, the difference between network efficiency and cost is
maximized, and addition of extra connections yields dispropor-
tionately smaller increases of efficiency in accordance with the
law of diminishing returns. This ‘‘economical small-world’’ be-
havior was found in brain functional networks operating in all of
the classical EEG frequency intervals in the range 1–60 Hz and
in both groups. This conservation of topological properties
across frequency scales is broadly compatible with other recent
demonstrations of scale invariance in human brain functional
networks (7, 22). However, it was also notable that there was a
trend for global cost efficiency to increase with increasing

frequency, perhaps reflecting the relative premium on metabolic
cost of higher-frequency oscillations demanding more episodes
of energy-intensive membrane repolarization (23).

Working Memory and the �- and �-Bands. Working memory, like
many ‘‘higher-order’’ mental functions, is known to depend on
the integrated function of a large-scale neurocognitive network
comprising many spatially distributed regions of cortex including
bilateral prefrontal and posterior parietal regions. Physiological
activity at different cortical locations in these networks can be
synchronized with respect to the phase of endogenous oscilla-
tions of neuronal populations. The �-band oscillation has re-
cently attracted attention as a key coordinating frequency for
large-scale networks because its periodicity, unlike that of the
�-oscillation, is long enough to coordinate neuronal activity in
distant cortical sites that may be separated in time by an
appreciable axonal conduction delay (24, 25). Our results, indi-
cating that topological parameters of a �-band functional net-
work were specifically related to the brain’s emergent cognitive
performance, are compatible with a critical role for spatially
coherent oscillations in this frequency interval as a dynamic
mechanism for coordinating accurate cognitive processing in the
frontoparietal memory network.

The �-band frequency itself may be generated by a variety of
mechanisms, depending on its source location in the cortex (26,

Fig. 2. Brain functional network properties as a function of frequency band for healthy volunteers (blue) and people with schizophrenia (red): average mutual
information (A), efficiency (B), cost (C), and cost efficiency (D). Differences between groups significant at P � 0.05 uncorrected are identified by an asterisk. Error
bars denote 95% confidence intervals. For specific t values and P values, see Table S1.
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27). Although the activity of inhibitory interneurons may be
particularly important in some contexts, there are also genera-
tive mechanisms that remain independent of intensive (meta-
bolically costly) activation of chemical synapses. In this context,
it was interesting to see that the pattern of association between
cognitive performance and network cost efficiency was strength-
ened when we separately considered �1 and �2 subintervals of
the classical �-band. Recent studies have suggested that �1 and
�2 rhythms are mechanistically distinct and may serve com-
plementary functions in the assembly of coherent neurophys-
iological systems (27, 28). This is compatible with our data
indicating that maximizing cost efficiency of network connec-
tions in both �1 and �2 intervals was correlated with optimiz-
ing task performance.

In addition to the extensive and highly significant relationship
between cost efficiency and accuracy in the �-network, we found a
less salient association between cost efficiency and task perfor-
mance in the �-network, specifically in the left lateral and medial
prefrontal regions. This is compatible with the interpretation that
maximization of cost efficiency in the highest-frequency �-network
may be affiliated more strongly with attentional components and
less directly with memory performance. Indeed, there is strong
evidence to suggest that the �-band is important as a physiological
substrate for sensorimotor binding and may more specifically
mediate attentional selection (29, 30).

Cost Efficiency in Schizophrenia. Our results show that differences in
network configuration between healthy and schizophrenic groups,
after controlling for differences in task performance, are not

strongly significant. However, we assume there are disease-related
neural mechanisms that lead to both impairments in task accuracy
and related abnormalities (reduced cost efficiency) of underlying
brain network topology in the patient group. Therefore, our results
are important in understanding cognitive impairment from the
theoretical perspective of schizophrenia as a dysconnection syn-
drome. It is well known that schizophrenia is associated with
extensive severe impairment of cognitive function, especially in
memory and executive function. Poor cognitive performance has
been linked to abnormal functional activation of frontal cortex,
prompting development of the concept of ‘‘cortical inefficiency’’ in
schizophrenia (31). Yet there is also increasing evidence from
neuroimaging and other sources to suggest that brain abnormalities
in schizophrenia, whether or not they stem from a primarily focal
lesion, are distributed in the form of abnormally integrated or
disconnected networks (32–35). Our results are consistent with a
relationship between cognitive impairment and abnormal func-
tional network configuration in schizophrenia. Moreover, they
extend the prior notion of cortical inefficiency by showing that
disease-related impairment of cognition can be quantitatively re-
lated to reduced cost efficiency of �-band networks. The frequency
specificity of this association between functional network topology
and cognitive impairment is potentially important when we recall
that there is considerable evidence for abnormalities of inhibitory
interneuronal cells, which sustain certain types of both �- and
�-oscillations, in schizophrenia (36, 37). The finding that task
performance in people with schizophrenia was most strongly as-
sociated with nodal cost efficiency in frontal regions of the �2
network (whereas performance in healthy volunteers was most
strongly associated with parietal regions of the �1 network) suggests
provisionally that local neuronal abnormalities in schizophrenia
might differentially affect the generation of these 2 distinct rhythms.

Methodological Considerations. The working memory 2-back task
usually imposes a ceiling effect on studies of healthy volunteers
because many of them will be able to perform the task at close
to 100% accuracy. In the present study, we have excluded all such
subjects, but it will be important in future studies to confirm the
generalizability of our findings by using a different, more diffi-
cult task on which normal variation in performance will encom-
pass a larger dynamic range. It is important to acknowledge that
the schizophrenic group were all receiving antipsychotic medi-
cation, which could, in principle, provide an alternative mech-
anistic explanation for the linked changes in working-memory
performance and network cost efficiency that we have described.
Future studies of unmedicated patients, or the first-degree,
nonpsychotic relatives of patients with schizophrenia, will be
important to test this alternative interpretation.

Finally, in justifying a relatively complex multivariate ap-
proach like graph theoretical network analysis, it is important to
confirm that comparable associations with cognitive perfor-
mance could not be attained by using simpler univariate mea-
sures (such as spectral power at each sensor) or bivariate
measures (such as correlation, mutual information, or synchro-
nization between a pair of sensors). Previous work using a visual
attention paradigm in humans (38) and a delayed matching-to-
sample task in monkeys (39) has suggested that both �-band
power and �-band phase synchronization can be used to predict
accuracy of response to stimuli in target discrimination tasks.
However, in the present study, we found that neither spectral
power nor mutual information between pairs of sensors in the
�-band significantly predicted performance accuracy (see Figs.
S1 and S3 and Table S2). It seems that the neurophysiological
correlates of working-memory performance were more clearly
identified by economical small-world network metrics than by
more elementary univariate or bivariate measures.

Fig. 3. Head surface mapping of associations between nodal cost efficiency
and performance accuracy (Left) and diagnostic group (Right) for functional
networks operating in all classical frequency bands from � (top row) to �

(bottom row). Red indicates an association was significant at P � 0.05 uncor-
rected, orange indicates that the association passed false-positive correction
(all P � 0.0036), and bright yellow indicates that the association passed FDR
correction (minimum P � 0.00018). The strongest associations between nodal
cost efficiency and task accuracy were found in left frontal and parietal nodes
of the �-band network.
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Conclusion
Our hypothetical prediction was clearly supported by the data:
Superior working-memory performance was associated specifically
with greater cost efficiency of high-frequency, �-band human brain
functional networks. This association was evident both at the level
of the whole-brain network and at the level of individual nodes,
after controlling for between-group differences and after appro-
priate correction for multiple comparisons. Although economical
small-world properties of high global and local efficiency for low
connection cost have been described for many different networks
(2, 8), and linked theoretically to optimization of network perfor-
mance, these results demonstrate directly that optimization of an
information-processing system’s emergent behavior can indeed
depend on finding the topological configuration of the network that
maximizes efficiency for minimum cost.

Methods
Twenty-nine healthy volunteers and 28 people with schizophrenia (diagnosed
according to the Diagnostic and Statistical Manual of Mental Disorders IV
criteria) were recruited as part of the Clinical Brain Disorders Branch/National
Institute of Mental Health Genetic Study of Schizophrenia (National Institutes
of Health Study Grant NCT 00001486, Daniel R. Weinberger, principal inves-
tigator). Healthy volunteers had no sMRI abnormalities or history of psychi-
atric illness, depression, or loss of consciousness. All patients were receiving
antipsychotic drugs and other medication at the time of the study; none of the
healthy volunteers were taking psychoactive medication. Subjects were
matched for sex (all male) and age: The age of the healthy control group was

30 years � 7.27 (SD), and of the patient group was 33 years � 8.42 (SD). The
participants gave informed consent in writing, and the protocol was ethically
approved by the National Institute of Mental Health Institutional Review
Board. MEG data were acquired at the National Institute of Mental Health by
using a 275-channel CTF MEG system (VSM MedTech) with a sampling rate of
600 Hz. The experimental paradigm was a 2-back working-memory task using
numbers from 1 to 4 (12, 40). Six blocks of trials were performed by each
subject, each block containing 11 trials. In each trial, a number was presented
visually for 500 msec, and the subject was asked to respond within 1,300 ms by
pressing 1 of 4 buttons to indicate the identity of the number seen 2 trials
previously. Thus, the number of responses (button presses) is the same for all
subjects and for all performance levels. The task was designed in this way to
ensure there would be no difference in motor production regardless of
working-memory performance.

Raw data were mean corrected and filtered to attenuate background
low-frequency noise and line noise at 60 Hz by using a 0.3-Hz-width filter. The
axial gradiometers of the CTF machine have source profiles that include
information from a wide spatial range, strictly limiting the interpretation of
the anatomical location of results. Common source localization techniques
such as beam formers and the L2 norm, although allowing greater confidence
in localization, change the inherent correlation structure of the time series. To
retain the inherent correlation structure of a network of interacting brain
regions while gaining localization specificity, we transformed the data into
planar space. By using FieldTrip software (F. C. Donders Centre for Cognitive
Neuroimaging, Nijmegen, The Netherlands), the planar transform was ap-
plied to the data by using the function megplanar. The time series were then
resampled to 120 Hz to constrain the frequency bands of the wavelet trans-
form to conform to the classical EEG frequency bands. The time series data
from each sensor were cropped to the nearest power of 2, 213 � 8,192 or �14

Fig. 4. Associations between cognitive performance and cost efficiency of �1 and �2 band networks. (A) Scatter plots of the significant relationships between
accuracy and global cost efficiency for the �1-band (Left) and �2-band (Right) networks including regression lines for healthy controls (blue), people with
schizophrenia (red), and both groups together (black). (B) Head surface maps showing regions where nodal cost efficiency in the �1-band (Left) and �2-band
(Right) networks predicted accuracy of task performance across all subjects (Top), in healthy controls alone (Middle), and in schizophrenics alone (Bottom). As
in the previous figure, red indicates an association between task accuracy and nodal cost efficiency was significant at P � 0.05 uncorrected, orange indicates that
the association passed false-positive correction (all P � 0.0036), and bright yellow indicates that the association passed FDR correction (minimum P � 0.00018).
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s, taken from the middle of the 25-s epoch. A discrete wavelet transform using
the Daubechies (4) wavelet could then be applied separately to each time
series, with further analysis being performed only on wavelet coefficients at
levels 1–6, corresponding approximately to classical EEG frequency bands
from � to low �; see Table S1. For secondary analysis of networks operating in
the �1 (12- to 20-Hz) and �2 (20- to 30-Hz) frequency bands, we applied the
Fieldtrip software’s bandpass Fourier filter to the planar transformed data
(rather than a wavelet transform).

Based on prior work showing the greater sensitivity of mutual information
as a measure of frequency band-limited functional connectivity (18), we
estimated the MI of the wavelet coefficients of each pair of sensors at each
frequency interval in each of the 6 blocks of trials. In order for the values of the
mutual information to be compared across sensor pairs, we normalized the
pairwise mutual information according to Strehl and Ghosh (41). This resulted
in a set of normalized MI (association) matrices representing the frequency-
specific functional connectivities between all possible pairs of sensors for each
subject. The average MI of a network was defined as the average MI over all
possible pairs of sensors, N. Each MI association matrix was then converted to
a series of adjacency matrices, or graphs G, with variable connection density
or cost, C, where:

C �
1

N�N � 1�
�

i�j�g

Gi, j [1]

by applying a range of binary thresholds. Thus, high thresholds were applied
to generate sparse or low-cost adjacency matrices with a small proportion of
the total number of possible interregional connections represented as edges;
whereas low thresholds were applied to generate more densely connected or
high-cost graphs.

For each cost in the range 0.01 � C �1.0, the regional efficiency E(i) (2, 3)
was computed for each node in the graph:

E�i� �
1

N � 1 �
j�g

1
Li, j

. [2]

Here, i � 1,2,3,…,N indicates the index region, j � i denotes a region connected
to i, and Li,j is the minimum path length between regions i and j. Thus, regional
efficiency is inversely related to minimum path length, and a region with high
efficiency will have short minimum path length to all other regions in the
graph. The global efficiency is the mean of E(i) over all regions, denoted E. The
global cost efficiency is then defined as the global efficiency at a given cost
minus the cost, i.e., (E 	 C), which will typically have a maximum value max(E 	

C) � 0, at some cost Cmax, for an economical small-world network. Likewise, the
regional cost efficiency was calculated as the maximum of the function (E(i) 	

k), where k is the degree or number of edges connecting the ith region to the
rest of the network. Importantly, this metric of network topology is indepen-
dent of an arbitrary, investigator-specified threshold. Instead, the cost-
efficiency curve is estimated over a wide range of thresholds, and the behavior
of the curve is summarized by its maximum value, which occurs at a data-
driven connection density or cost, Cmax. Values for max(CE), as well as for
working memory performance, were averaged over the 6 blocks of trials for
each subject before further analysis.

All statistical comparisons were implemented in Statistica (StatSoft Inc., ww-
w.statsoft.com/), and all other computations were performed in Matlab (Math-
Works Inc., www.mathworks.com/). The scalp-plotting program was adapted for
the current use from Delorme, A (2002) Headplot Matlab Code (CNL/Salk Insti-
tute, La Jolla, CA). Statistical tests performed on all sensors (such as those shown
in Figs. 3 and 4) were reported for 3 levels of stringency: Uncorrected P � 0.05,
false-positive correction P � 1/N � 0.0036, and FDR correction, minimum
P � 0.05/N � 0.00018. The MEG data preprocessing was performed by using CTF
software (VSM MedTech), and FieldTrip software (F. C. Donders Centre for Cog-
nitive Neuroimaging, Nijmegen, The Netherlands).
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